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These comments address ICANN’s strategic objective 1.10.1 to “Fully implement contingency plans and study the effect of registry and registrar failover in order to appropriately protect registrants and report on this to the community in ways that do not compromise security.”   At VeriSign, we refer to this as ““Business Continuity”, under which we include plans, tests and simulations to ensure failover operations during a disaster, the safety and welfare of support teams, the survival of the enterprise against the disaster and the subsequent recovery of any operations and services following a disaster.   These plans address physical and operational continuity as well as business continuity.   

VeriSign, as part of its comprehensive disaster recovery program, tests multiple facets of the .com and .net registries redundancy and fully supports a holistic failover program that covers ICANN, registries and registrars individually and as part of integrated and inter-dependent system.
Continuity Plans must incorporate all Components of the Delivery System

Each registry and registrar employs some form of Contingency Management in the shape of a Disaster Recovery program for the restoration of their basic services due to hardware failure, software defect, connectivity interruption, etc.  However, in the ICANN-Registry-Registrar relationship world that we live in, no single entity under specific failure scenarios can exclusively assert that services to our customers can be adequately restored in a reasonable time period because no single entity controls the end-to-end system or data required to do so.  However, according to the Executive Summary of the 1 June 2007 “Building Towards a Comprehensive gTLD Registry Failover Plan”, “ICANN is to ‘establish a comprehensive plan to be followed in the event of financial, technical or business failure of a registry operator, including full compliance with data escrow requirements and recovery testing’ (see Section 1.1.2)”.    Each registry and registrar should be part of this overall ICANN plan.   It is not enough that each of the parts must work; ICANN must also ensure that the system as a whole works in the case of a disaster or business failure.
Addressing registry and registrar failover as separate components leads to “white spaces” in accountability and responsibility such that each may be meeting their contractual obligations, but are unable or may be prevented from acting in concert to meet the primary objective to “appropriately protect registrants”.  Recent registrar failures have shown that without a holistic Contingency Management Plan that incorporates all parties, a tremendous amount of time is lost and registrants are impacted because there is not an integrated program for ICANN, registries and registrars to operate under.

Continuity Plans Must be Practiced

The second aspect of Continuity Planning that we believe needs to be incorporated in the documented plans and within the ICANN framework is a requirement that registries, registrars and ICANN jointly exercise the plans to find gaps and to improve processes, coordination and response time in the event of crisis or disaster.  ICANN as a coordinating body should have as part of their Continuity Plan, or Registry/Registrar Failover Plan, a comprehensive exercise plan that includes “table topping” worst case scenarios as well as annual “Call Out” exercises simulating a registry or registrar failure.  

VeriSign recognizes the need for the development and ongoing adjustment of a comprehensive program that covers both registry and registrar failovers as part of a greater ICANN plan that is professionally developed, exercised and improved.  What gets measured, or in this case exercised, gets done.
Registry Continuity Planning

It is important to note that gTLD registries have been at the forefront of efforts to ensure implementation of registry failover plans in the operations of their systems and data centers, but also in the commitment to making data available for successor registries.  In the initial registry agreement executed in November 1999, data escrow requirements were included and fully implemented.  It is now a contractual standard that every operational gTLD registry escrows its critical data for use in specific circumstances.  VeriSign believes that this is a beginning and not the final goal of any comprehensive Business Continuity plan. 
It is also useful to note that to date every gTLD registry has provided continuous business services since initiation of their services.  This does not imply that each individual registry’s Disaster Recovery and Business Continuity Plans will cover all scenarios, but it is evidence of the fact that gTLD registries have not only complied with critical operational and business requirements but have in many cases gone beyond contractual requirements.  In VeriSign’s case, not only have we  invested hundreds of millions of dollars to help make sure that a complete operational failure is an extremely unlikely event, but we have also established a business continuity and fail-safe backup plan that helps assure continuity of operations and reestablishment of critical services should that improbable event ever occur.
Regardless of gTLD registry successes to date, we sincerely believe that additional improvements can be made in registry failover processes. The comments that follow are intended to contribute in that regard as well as with regard to the bigger picture regarding operational failures of any entities involved in providing registration services.
1. To ‘appropriately protect registrants’ registry failover plans are not enough.

a. Registrars must have failover plans.  As recent events have demonstrated, registry failover plans provide little value if a registrar fails.  As a result, with the exception of the most responsible registrars, not all registrars escrow essential customer data.

b. ICANN must ensure compliance with RAA data escrow requirements.   Even though the Registrar Accreditation Agreement (RAA) has required that registrars escrow data from the beginning, this requirement has never been enforced.  (Note that the registerfly.com issue could have been resolved much more quickly if the RAA contractual data escrow requirements had been enforced.)
c. ICANN must have failover plans.  ICANN cannot fulfill its responsibility of coordinating the efforts of registries and registrars if it experiences a critical operational or business failure.  It is noteworthy to point out that ICANN’s 2007-2008 Operational Plan and proposed Budget address this need.

d. Future contractual requirements must set minimum standards of operation.   Each individual registry must be held to a minimum set of measurements to ensure failover success.  These need to include the escrow of data, certification of DR capabilities and a defined process for the establishment of a successor registry.  That is not to say that ICANN should define a solution for each registry as there are many adequate but different implementations.  The contractual obligations in the gTLD registry agreements provide for the underlying essence of a full continuity plan in order to achieve the service level agreement and up time requirements; similar technical requirements should be in place for the key or critical components of a registrar.
2. Failover plans should be prioritized according to urgency of need.

a. Ideally, operational failover plans for all key organizations involved in operational support of registrants (directly or indirectly) should be developed simultaneously, but if that is not possible, those representing the most pressing need should be given higher emphasis.  This applies to registrar failover and ICANN critical business practices as well.
b. Components of failover plans should likewise be prioritized and limited to critical functions of a registry.  Defining or even implying that all items deemed Registry Services, as in section 3.1 of the reviewed document, are critical functions and require the same priority and level of failover is inaccurate and may be distracting and impede a registry operator in their recovery of critical business functions in a crisis scenario.

c. It is good that the development of a registry failover plan is proceeding.  But considering recent events in the registrar community, it is surprising and to some extent moots the value of this effort that nothing has yet been forthcoming regarding registrar failover plans.

3. Failover plans should be based on the most current and pertinent information.
a.  The ICANN report posted 1 June 2007 (‘Building Towards a Comprehensive gTLD Registry Failover Plan’) includes information from several sources that are quite dated.  Whereas these references provide good background information, some of their content may be less useful today.  As stated in the report in reference to one of the dated sources, “There have been significant improvements in technology, operations and internationalization since the NTIA rule was published nearly 10 years ago.”

b. In the final failover plan, we recommend that references to such dated documents be limited to background information only except where specific elements within them are clearly still relevant today and pertinent to the subject of registry failover.  Including irrelevant and/or outdated information in the failover plan could result in misleading direction and could also result in a less succinct and usable document. 

4. Registries, registrars and ICANN need to be held accountable for implementation of failover plans.

a. The ICANN report posted 1 June 2007 (‘Building Towards a Comprehensive gTLD Registry Failover Plan’) includes references that imply the need for implementation of failover plans.  These references are not explicit enough to hold accountable registries, registrars and ICANN itself for the implementation and maintenance of a holistic failover plan.
b. Plans are of little value if they are not implemented.
5. Best practice failover plans should scale for the gTLD registries involved.
a. Section 3.2 of the ICANN report says, “While specifically for root server operators, BCP 40, RFC 2870, (ftp://ftp.rfc-editor.org/in-notes/rfc2870.txt), provides best current practices on Root Name Server Operational Requirements. This document may be useful for registry operators in the operation of DNS servers and TLD zone files.”  The root server best practices serve as a good starting point, but it is important to realize that, as critical as the root servers are, the scale of needs for larger gTLD registries goes far beyond what is needed for root servers.  Caching of the data contained within the root zones by ISPs and other entities significantly decreases the amount of the traffic to the root zones.  gTLD registries on the other hand, will see more churn as caching does not reduce a commensurate amount of traffic. 
b. Section 5.2.2 starts off with the following statement: “Registries are vulnerable to many forms of human acts ranging from internet-based attacks against their registration and name service infrastructures to operator and configuration errors. Both temporary and permanent failures may result from such acts.”  Best practices for failover plans must include recommendations that encourage registries to scale their operations to many times what may be needed for projected business needs.

· In conjunction with a prioritization process it is also important to note that failure scenarios and definitions will be different based upon the frequency of updates applied to any registry or registrar.  Five days of outage may seem like a temporary failure but based upon the SLA metrics contained within many of the registry agreements, five days of loss of services would constitute a business failure for many of the world’s largest domain name registrants.

6. Best practices for escrow procedures should include testing.
a. The third paragraph of Section 3.6 of the report lists 13 suggested best practices regarding escrow procedures.  While we support all of these suggestions, we would like to call attention to the last one: “Data placed in escrow should be tested to ensure that the data can be used to restore registry operations”.

b. If it is not possible to gain access to escrowed data ‘to restore registry operations’ when needed, then there is little value in escrowing data.

c. It is essential to recognize that the key components to a registry failover plan are strategically different for registries than the plans of registrars; a registry plan is critical for DNS operational continuity while a registrar plan needs to ensure that registrant data is secure and available.  Thus, the testing paths are very different.

7. For registries offering IDNs, failover best practices should include escrowing of any essential IDN data such as IDN tables.
8. Failover plans should emphasize the need for confidentiality of critical data.
a. Section 6 of the report contains a list of measures that registries should consider taking, including documenting contingency plans, archival information and transition plans.  As indicated several times in this section, failover plan best practices should emphasize the importance of maximizing the confidentiality of such data to ensure that distribution of it is restricted to the minimum extent possible and that access to the information is properly controlled.

b. Item III in Section 6 refers to “Document archival and accuracy measures performed during the monthly reporting period, and information regarding incidents (e.g., problems completing zone changes, and attacks against the registry infrastructure).”  Other than the data that is already published by gTLD registries in reports to ICANN, much of this type of information would be sensitive so confidentiality and access controls would need to be emphasized.  It certainly is useful for registries to monitor and document such data for registry operational reasons, but it does not seem that reporting it outside of the registry would be needed for registry failover plans, particularly since certain relevant information is already presented to ICANN in monthly reports.  To the extent that there are reasons why any such information may need to be shared confidentially with ICANN, a clear rationale should be stated.
c. ‘Data accuracy measures’ are mentioned a couple of times in Section 6.  For any given gTLD, it would be useful to specifically define what data accuracy measures should be documented and what the criteria are for determining accuracy.
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